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## Affine Monoids: definition

For us, an affine monoid is a set $S$, satisfying:

- $\left\{\left[\begin{array}{l}0 \\ 0\end{array}\right]\right\} \subseteq S \subseteq \mathbb{N}_{0}^{2}$
- $S$ is closed under +
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## Affine Monoids, factorization

Set $S=\langle u, v, w\rangle$ and consider the map:

- $\pi: \mathbb{N}_{0}^{3} \rightarrow S$ given by $\pi:(\alpha, \beta, \gamma) \mapsto \alpha u+\beta v+\gamma \boldsymbol{w}$
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For $s \in S$, set $Z(s)$ to be the set of all factorizations of $s$ :

- $Z(s)=\pi^{-1}(S)$.
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For $s \in S$, define the elasticity of $s$ as:
$\rho(s)=\frac{\max L(s)}{\min L(s)}$
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## Embedding Dimension 2

Set $S=\left\langle\left[\begin{array}{l}0 \\ 1\end{array}\right],\left[\begin{array}{l}a \\ b\end{array}\right]\right\rangle$, and $s=\left[\begin{array}{l}x \\ y\end{array}\right]$.
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$d_{2}\left(\left[\begin{array}{lll}0 & a \\ 1 & b\end{array}\right]\right)=d_{2}\left(\left[\begin{array}{lll}0 & a & x \\ 1 & b & y\end{array}\right]\right)$. (i.e. $\left.a \mid x.\right)$

Thm: These necessary conditions are also sufficient.

Also, $\rho(s)=1$, new proof.
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- $\phi(s) \in\left[\phi\left(\left[\begin{array}{l}0 \\ 1\end{array}\right]\right), \phi\left(\left[\begin{array}{l}c \\ d\end{array}\right]\right)\right]=\left[0, \frac{c}{d}\right]$; and
- $d_{2}\left(\left[\begin{array}{lll}0 & a & c \\ 1 & b & d\end{array}\right]\right)=d_{2}\left(\left[\begin{array}{llll}0 & a & x \\ 1 & b & d & y\end{array}\right]\right)$. (i.e. $\left.\operatorname{gcd}(a, c) \mid x\right)$
- $x \in\langle a, c\rangle$ Note: implies second condition.

Still not enough for sufficiency!

## Embedding Dimension 3, part 2

Set $S=\left\langle\left[\begin{array}{l}0 \\ 1\end{array}\right],\left[\begin{array}{l}a \\ b\end{array}\right],\left[\begin{array}{l}c \\ d\end{array}\right]\right\rangle$, and $s=\left[\begin{array}{l}x \\ y\end{array}\right]$, where we assume that $\phi\left(\left[\begin{array}{ll}0 \\ 1\end{array}\right]\right)<\phi\left(\left[\begin{array}{ll}a \\ b\end{array}\right]\right)<\phi\left(\left[\begin{array}{ll}c \\ d\end{array}\right]\right)$. Note that $d_{2}\left(\left[\begin{array}{lll}0 & a & c \\ 1 & b & d\end{array}\right]\right)=\operatorname{gcd}(a, c)$.

If $s \in S$, then:

- $\phi(s) \in\left[\phi\left(\left[\begin{array}{l}0 \\ 1\end{array}\right]\right), \phi\left(\left[\begin{array}{l}c \\ d\end{array}\right]\right)\right]=\left[0, \frac{c}{d}\right]$; and
- $d_{2}\left(\left[\begin{array}{lll}0 & a & c \\ 1 & b & d\end{array}\right]\right)=d_{2}\left(\left[\begin{array}{llll}0 & a & x \\ 1 & b & d & y\end{array}\right]\right)$. (i.e. $\left.\operatorname{gcd}(a, c) \mid x\right)$
- $x \in\langle a, c\rangle$ Note: implies second condition.

Still not enough for sufficiency!

## Embedding Dimension 3, intermezzo

Example: $S=\left\langle\left[\begin{array}{l}0 \\ 1\end{array}\right],\left[\begin{array}{c}11 \\ 10\end{array}\right],\left[\begin{array}{c}10 \\ 3\end{array}\right]\right\rangle, s=\left[\begin{array}{c}199 \\ 119\end{array}\right]$.
$\phi(s) \in\left[0, \frac{10}{3}\right]$
$199 \in\langle 11,10\rangle \quad$ (uniquely)
$d_{2}\left(\left[\begin{array}{lll}0 & 11 & 10 \\ 1 & 10 & 3\end{array}\right]\right)=d_{2}\left(\left[\begin{array}{llll}0 & 11 & 10 & 109 \\ 1 & 10 & 3 & 19\end{array}\right]\right)=1$

But still $s \notin S$.

## Embedding Dimension 3, conclusion

Set $S=\left\langle\left[\begin{array}{l}0 \\ 1\end{array}\right],\left[\begin{array}{l}a \\ b\end{array}\right],\left[\begin{array}{l}c \\ d\end{array}\right]\right\rangle$, and $s=\left[\begin{array}{l}x \\ y\end{array}\right]$, where we assume that $\phi\left(\left[\begin{array}{l}0 \\ 1\end{array}\right]\right)<\phi\left(\left[\begin{array}{l}a \\ b\end{array}\right]\right)<\phi\left(\left[\begin{array}{l}c \\ d\end{array}\right]\right)$. Assume $b c-a d=1$.

If $s \in S$, then:

- $\phi(s) \in\left[\phi\left(\left[\begin{array}{l}0 \\ 1\end{array}\right]\right), \phi\left(\left[\begin{array}{c}c \\ d\end{array}\right]\right)\right]=\left[0, \frac{c}{d}\right]$; and
- $x \in\langle a, c\rangle$

Thm: These necessary conditions are also sufficient.

If $a d-b c \neq 1$, all still open.
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Thm: These necessary conditions are also sufficient.

If $a d-b c \neq 1$, all still open.

## Defining $p, q, r$

Set $S=\left\langle\left[\begin{array}{l}0 \\ 1\end{array}\right],\left[\begin{array}{l}a \\ b\end{array}\right],\left[\begin{array}{l}c \\ d\end{array}\right]\right\rangle$, and $s=\left[\begin{array}{l}x \\ y\end{array}\right]$, where we assume that $b c-a d=1$. (implies $\frac{a}{b}<\frac{c}{d}$ )

Suppose that $x \in\langle a, c\rangle$. There are unique choices of $q, r \in \mathbb{N}_{0}$ such that $x=q a+r c$ and $0 \leq q<c$.

Suppose that $s \in S$. Then there is a unique choice of $p \in \mathbb{N}_{0}$ such that $y=p+q b+r d$, i.e.


## Defining $p, q, r$
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Suppose that $x \in\langle a, c\rangle$. There are unique choices of $q, r \in \mathbb{N}_{0}$ such that $x=q a+r c$ and $0 \leq q<c$.

Suppose that $s \in S$. Then there is a unique choice of $p \in \mathbb{N}_{0}$ such that $y=p+q b+r d$, i.e.
$s=\left[\begin{array}{l}x \\ y\end{array}\right]=p\left[\begin{array}{l}0 \\ 1\end{array}\right]+q\left[\begin{array}{l}a \\ b\end{array}\right]+r\left[\begin{array}{l}c \\ d\end{array}\right]$.

## Elasticity in Embedding Dimension 3

Set $S=\left\langle\left[\begin{array}{l}0 \\ 1\end{array}\right],\left[\begin{array}{l}a \\ b\end{array}\right],\left[\begin{array}{l}c \\ d\end{array}\right]\right\rangle$, and $s=\left[\begin{array}{l}x \\ y\end{array}\right]$, with $b c-a d=1$. Let $p, q, r \in \mathbb{N}_{0}$ satisfy $s=p\left[\begin{array}{l}0 \\ 1\end{array}\right]+q\left[{ }_{b}^{a}\right]+r\left[\begin{array}{c}c \\ d\end{array}\right]$ with $0 \leq q<c$.

> Thm 1: If $\frac{x}{y} \leq \frac{a}{b}$, then the min/max factorizations of $s$ have lengths $p+q+r$ and $p+q+r+\left\lfloor\frac{r}{a}\right\rfloor(c-a-1)$.

Note: $c-a-1$ could be positive, zero, negative.

Thm 2: If $\frac{x}{y} \geq \frac{a}{b}$, then the min/max factorizations of $s$ have lengths $p+q+r$ and $p+q+r+p(c-a-1)$.
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Note: $c-a-1$ could be positive, zero, negative.
Thm 2: If $\frac{x}{y} \geq \frac{a}{b}$, then the min/max factorizations of $s$ have lengths $p+q+r$ and $p+q+r+p(c-a-1)$.

## Elasticity Limits
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## We expect $\phi(s)$ largely determines elasticity. $\phi(k s)=\phi(s)$ for all $k \in \mathbb{N}$.

Thm: Set $\tau=\operatorname{sign}(c-a-1)$. Then
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## Elasticity Limits

Set $S=\left\langle\left[\begin{array}{l}0 \\ 1\end{array}\right],\left[\begin{array}{l}a \\ b\end{array}\right],\left[\begin{array}{l}c \\ d\end{array}\right]\right\rangle$, and $s=\left[\begin{array}{l}x \\ y\end{array}\right] \in S$, with $b c-a d=1$.

We expect $\phi(s)$ largely determines elasticity.
$\phi(k s)=\phi(s)$ for all $k \in \mathbb{N}$.

Thm: Set $\tau=\operatorname{sign}(c-a-1)$. Then

$$
\lim _{k \rightarrow \infty} \rho(k s)= \begin{cases}\left(\frac{c}{a} \frac{a-\frac{x}{y}(b-1)}{c-\frac{x}{y}(d-1)}\right)^{\tau} & \frac{x}{y} \leq \frac{a}{b} \\ \left(c \frac{(c-a)-\frac{x}{y}(d-b)}{c-\frac{x}{y}(d-1)}\right)^{\tau} & \frac{x}{y} \geq \frac{a}{b}\end{cases}
$$

## For Further Reading

固 Membership and Elasticity in Certain affine Monoids https://vadim.sdsu.edu/ap3.pdf

