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Today:
  - HW3 comments.
  - Today’s Topic: Pthread Mutexes
Double Precision: affects output information

```c
/* routine to look at different sizes of variables and effect of formatting on the output
   * by: Mary Thomas: updated: Mar, 2015 */
#include<stdio.h>
#include<float.h>
int main() {
    float f;
    double d, ld;
    double pi = 3.141592653589793238462643383279502884197169399375105820974944;
    char pi_str[]="3.141592653589793238462643383279502884197169399375105820974944";
    printf("------------------------------\n");
    printf("fmt 2.15f: in 1.0/3.0=%2.15f\n", (1.0/3.0));
    printf("fmt 2.16f: in 1.0/3.0=%2.16f\n", (1.0/3.0));
    printf("fmt 2.30f: in 1.0/3.0=%2.30f\n", (1.0/3.0));
    printf("------------------------------\n");
    printf(" PI =%s\n", pi_str);
    printf("fmt 2.15f: in PI =%2.15f\n", pi);
    printf("fmt 2.16f: in PI =%2.16f\n", pi);
    printf("fmt 2.30f: in PI =%2.30f\n", pi);
    printf("------------------------------\n");
    return 0;
}
```

[mthomas@tuckoo sizes]$ cat dbledigits.c
[mthomas@tuckoo sizes]$ ./dbledigits
------------------------------
fmt 2.15f: in 1.0/3.0=0.3333333333333333
fmt 2.16f: in 1.0/3.0=0.3333333333333333
fmt 2.30f: in 1.0/3.0=0.333333333333333314829616256247
------------------------------
PI =3.141592653589793238462643383279502884197169399375105820974944
fmt 2.15f: in PI =3.141592653589793
fmt 2.16f: in PI =3.1415926535897931
fmt 2.30f: in PI =3.141592653589793115997963468544
------------------------------
General trends:

- As $N \uparrow$, $T_{run-time} \uparrow$
- As $N \uparrow$, $\pi_{err} \downarrow$
- As #PEs $\uparrow$, $T_{run-time} \downarrow$
- Increasing (#PEs $\uparrow$) did not affect accuracy.

Monte Carlo method:

- Typical accuracy was $10^{-7}$ for $N = 10^9$
- Best was $10^{-10}$ (Wen Pan)

Numerical Integration method:

- Typical accuracy was $10^{-14}$ for $N = 10^6$
- Best was $10^{-15}$ (Justin Sunu)

Conclusion: Numerical Integration is a faster and more accurate method.
Other Misc. Comments

- Use log-linear plots to reveal/show more data structure.
- Know where your critical blocks are
- Know what precision you need to use and where and why.
- Know precision of functions, such as fabs():
  not clear why, but all projects who used this function did not get enough precision for $\pi$, regardless of precision in output.
- References are important to put into report *and* into code.
Double Precision
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Barriers and Condition Variables

- used for timing, debugging, synchronization
- not part Pthreads, so have to build customized barrier
- we have looked at busy-wait and semaphores
- next we’ll look at using Pthreads objects: condition variable
Barriers

- Synchronizing the threads to make sure that they all are at the same point in a program is called a barrier.

- No thread can cross the barrier until all the threads have reached it.
Using barriers to time the slowest thread

/* Shared */
double elapsed_time;

/* Private */
double my_start, my_finish, my_elapsed;

Synchronize threads;
Store current time in my_start;
/* Execute timed code */

Store current time in my_finish;
my_elapsed = my_finish - my_start;
elapsed = Maximum of my_elapsed values;
Using barriers for debugging

point in program we want to reach;
barrier;

if (my_rank == 0) {
    printf("All threads reached this point\n");
    fflush(stdout);
}

Busy-waiting and a Mutex

- Implementing a barrier using busy-waiting and a mutex is straightforward.
- We use a shared counter protected by the mutex.
- When the counter indicates that every thread has entered the critical section, threads can leave the critical section.
Busy-waiting and a Mutex

```c
/* Shared and initialized by the main thread */
int counter; /* Initialize to 0 */
int thread_count;
pthread_mutex_t barrier_mutex;

void* Thread_work(...) {
    ...
    /* Barrier */
    pthread_mutex_lock(&barrier_mutex);
    counter ++;
    pthread_mutex_unlock(&barrier_mutex);
    while (counter < thread_count);
    ...
}
```

PE’s could still end up spinning. Issue with global mutex counter: not all threads will see its value, could result in hung processes.
Implementing a barrier with semaphores

```c
/* Shared variables */
int counter;    /* Initialize to 0 */
sem_t count_sem; /* Initialize to 1 */
sem_t barrier_sem; /* Initialize to 0 */

void* Thread_work(...) {
...
/* Barrier */
sem_wait(&count_sem);
if (counter == thread_count - 1) {
    counter = 0;
    sem_post(&count_sem);
    for (j = 0; j < thread_count - 1; j++)
        sem_post(&barrier_sem);
} else {
    counter++;
    sem_post(&count_sem);
    sem_wait(&barrier_sem);
}
...
```
**Condition Variables**

- A condition variable is a data object that allows a thread to suspend execution until a certain event or condition occurs.
- When the event or condition occurs another thread can signal the thread to “wake up.”
- A condition variable is always associated with a mutex.
Condition Variables

```c
lock mutex;
if condition has occurred
    signal thread(s);
else {
    unlock the mutex and block;
    /* when thread is unblocked, mutex is relocked */
}
unlock mutex;
```
PThread Condition Barrier API

API:

pthread_cond_init (condition, attr) -- dynamically initialize condition variables
pthread_cond_destroy (condition) -- destroy condition variables
pthread_condattr_init (attr)
pthread_condattr_destroy (attr)

pthread_mutex_lock (mutex) -- used by a thread to acquire a lock on the specified mutex variable
pthread_mutex_trylock (mutex)
pthread_mutex_unlock (mutex)

pthread_cond_wait (condition, mutex) -- blocks the calling thread until the specified condition is signalled
pthread_cond_signal (condition) -- signal (or wake up) another thread which is waiting on the condition variable.
pthread_cond_broadcast (condition) -- use instead of pthread_cond_signal() if more than one thread is waiting
Implementing a barrier with condition variables

```c
/* Shared */
int counter = 0;
pthread_mutex_t mutex;
pthread_cond_t cond_var;
...

void* Thread_work(. . .) {
...

    /* Barrier */
    pthread_mutex_lock(&mutex);
    counter++;
    if (counter == thread_count) {
        counter = 0;
        pthread_cond_broadcast(&cond_var);
    } else {
        while (pthread_cond_wait(&cond_var, &mutex) != 0);
    }
    pthread_mutex_unlock(&mutex);

}
```
PThreads - Controlling Access and Synchronization

PThreads: Barriers and Condition Variables

PThread Condition Barrier API

```c
int thread_count;
int barrier_thread_count = 0;
pthread_mutex_t barrier_mutex;
pthread_cond_t ok_to_proceed;

void Usage(char* prog_name);
void *Thread_work(void* rank);

/*--------------------------------------------------------------------*/
int main(int argc, char* argv[]) {
    long thread;
    pthread_t* thread_handles;
    double start, finish;

    if (argc != 2)
        Usage(argv[0]);
    thread_count = strtol(argv[1], NULL, 10);

    thread_handles = malloc(thread_count*sizeof(pthread_t));
    pthread_mutex_init(&barrier_mutex, NULL);
    pthread_cond_init(&ok_to_proceed, NULL);

    GET_TIME(start);
    for (thread = 0; thread < thread_count; thread++)
        pthread_create(&thread_handles[thread], NULL,
                        Thread_work, (void*) thread);

    for (thread = 0; thread < thread_count; thread++)
        pthread_join(thread_handles[thread], NULL);

    GET_TIME(finish);
    printf("Elapsed time = %e seconds\n", finish - start);
    pthread_mutex_destroy(&barrier_mutex);
    pthread_cond_destroy(&ok_to_proceed);
    free(thread_handles);
    return 0;
} /* main */
```
PThread Condition Barrier API

```c
void *Thread_work(void* rank) {
    # ifdef DEBUG
    long my_rank = (long) rank;
    # endif
    int i;

    for (i = 0; i < BARRIER_COUNT; i++) {
        pthread_mutex_lock(&barrier_mutex);
        barrier_thread_count++;
        if (barrier_thread_count == thread_count) {
            barrier_thread_count = 0;
            # ifdef DEBUG
            printf("Thread %ld > Signalling other threads in barrier %d\n", my_rank, i);
            fflush(stdout);
            # endif
            pthread_cond_broadcast(&ok_to_proceed);
        } else {
            // Wait unlocks mutex and puts thread to sleep.
            // Put wait in while loop in case some other
            // event awakens thread.
            while (pthread_cond_wait(&ok_to_proceed, 
                &barrier_mutex) != 0);
            // Mutex is relocked at this point.
            # ifdef DEBUG
            printf("Thread %ld > Awakened in barrier %d\n", my_rank, i);
            fflush(stdout);
            # endif
        }
        pthread_mutex_unlock(&barrier_mutex);
    } else {
        // Wait unlocks mutex and puts thread to sleep.
        // Put wait in while loop in case some other
        // event awakens thread.
        while (pthread_cond_wait(&ok_to_proceed, 
            &barrier_mutex) != 0);
        // Mutex is relocked at this point.
        # ifdef DEBUG
        printf("Thread %d > All threads completed barrier %d\n", my_rank, i);
        fflush(stdout);
        # endif
    }
    # ifdef DEBUG
    if (my_rank == 0) {
        printf("All threads completed barrier %d\n", i);
        fflush(stdout);
    }
    # endif
}
```
## Comparing three barrier methods

<table>
<thead>
<tr>
<th>pthreads</th>
<th>pth_cond_bar</th>
<th>pth_sem_bar</th>
<th>pth_busy_bar</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4.87E-04</td>
<td>2.36E-04</td>
<td>4.66E-04</td>
</tr>
<tr>
<td>4</td>
<td>2.24E-03</td>
<td>3.14E-04</td>
<td>2.15E-03</td>
</tr>
<tr>
<td>8</td>
<td>1.21E-02</td>
<td>4.95E-04</td>
<td>3.88E-02</td>
</tr>
<tr>
<td>32</td>
<td>2.65E-02</td>
<td>2.53E-03</td>
<td>8.22E+00</td>
</tr>
<tr>
<td>64</td>
<td>6.03E-02</td>
<td>5.12E-03</td>
<td>2.60E+01</td>
</tr>
<tr>
<td>128</td>
<td>1.10E-01</td>
<td>9.60E-03</td>
<td>4.12E+01</td>
</tr>
<tr>
<td>256</td>
<td>2.20E-01</td>
<td>1.79E-02</td>
<td>8.04E+01</td>
</tr>
<tr>
<td>512</td>
<td>4.67E-01</td>
<td>3.18E-02</td>
<td>1.49E+02</td>
</tr>
</tbody>
</table>
Comparing three barrier methods

Run-time vs Number of Pthreads

- Condition
- Semaphore
- Busy
Next class: 04/07/15

HW #5 (MPI): 04/09/15: MPI: Calculating Bessel Functions Using Matrix-Matrix Multiplication

Spring Break: 03/30/15 - 04/05/15